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20/21 Confirmed DR registrations business segments

Why Study Residential Demand Response?

Because residential demand takes the largest share; 

Huge potential but underutilized. 

Source: 2022 U.S. Energy Information Administration 

(EIA), “Annual Electric Power Industry Report”. 
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Source: PJM, “Demand response operations market activity report,”  2022.

 Percent of load capacity (MWs) 

Residential 0.3% 
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Goal: Select Right Users to Signal

Uncertain and Unknown User Opt-out Behaviors

Due to budget constraints, need to select a subset of users (e.g., 1k) from the user pool (e.g., 10k)
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Scalability Issue

$5 if stay



Bandit Slot Machine Demand Response 

▪ Select one arm to maximize the profits;

▪ Observe the reward of the selected arm;

▪ Improve play strategies from feedback. 

▪ Select a subset of users for DR;

▪ Observe responses from selected users;

▪ Learn users’ behaviors from responses.                             

Multi-Armed Bandits (MAB) Framework

2) Uncertain and unknown behaviors ❖ Key Features: 1) Arms are different but independent;
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Application 

Examples
EV charging management Residential load control



user N

Problem Formulation 

user i

user 1

…
…

Consider a time horizon 

Each time               denotes a DR event.

◼ Binary random variable                               . 

: Stay-in

: Opt-out

◼ Adjustable load capacity        . 

◼ Incentive credit         .

Aggregator

budget        

Optimal User 

Selection Model
Unknown

Select a subset       of users 

to maximize expected total 
load reduction.

Unknown

7budget constraint



contextual factors

❖ Logistic regression to predict         for each user i at time t under contextual influence:
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Solution: Contextual Multi-Armed Bandits

(Unknown) Individual Preference Contextual Factors

(electricity price, credit, weather, temperature, … )

❖ Online Learning and Human-In-the-Loop Decision: 

Learning 
& decision

unknown and uncertain user behaviors

user opt-out 
outcomes

Thompson Sampling
to learn unknown      with 
balance of exploitation 

and exploration 



Online Algorithm Based on Thompson Sampling.

▪ Assume unknown       be a random variable with Gaussian prior                                    .

Step 1: Sample      from its distribution       . 

Step 2: Select users by solving 

variational Bayesian inference approach [3]

[3] T. S. Jaakkola and M. I. Jordan, “A variational approach to Bayesian logistic regression models and their extensions”. in Sixth International 
Workshop on Artificial Intelligence and Statistics, vol. 82, pp. 4, 1997.

Step 3: Update posterior                                             with the observation                  .

Binary 
Optimization

▪ In each demand response event t,
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Regret Analysis

◼ T-time Bayesian Regret:

◼ T-time Regret:

Theorem (informal): When T is sufficiently large, the Bayesian regret is

where                                      and     is the dimension of     . 

Optimal objective with true    .  Objective using the proposed algorithm.

sublinear

10X. Chen, Y. Nie, and N. Li, “Online residential demand response via contextual multi-armed bandits,” IEEE Control Systems Letters, 2020.



Recent Extension: Contextual Restless Bandits

User / Load

• Physical dynamics: e.g., AC thermal 
dynamics, EV charging SOC dynamics

• User “fatigue effect” . . .

Internal states and dynamics

• temperature, weather, price, time .. . 

Global contextual influence Contextual MAB

(consider contextual factors)

Restless MAB

(model each arm dynamics via MDP)

Arm
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Recent Extension: Contextual Restless Bandits

User / Load

• Physical dynamics: e.g., AC thermal 
dynamics, EV charging SOC dynamics

• User “fatigue effect” . . .

Internal states and dynamics

• temperature, weather, price, time .. . 

Global contextual influence Contextual MAB

(consider contextual factors)

Restless MAB

(model each arm dynamics via MDP)

Arm

• X. Chen, I. Hou, “Contextual Restless Multi-Armed Bandits with 
Application to Demand Response Decision-Making”, IEEE CDC, 2024.
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Contextual Restless 

MAB (CRB)

Our Novel Framework



▪ Global context: 

follows positive-recurrent Markov Process

CRB Problem Formulation

Decision-

maker

arm 1

…

arm i

arm N

…

Consider N arms and an infinite time horizon 𝑡 = 0, 1, 2, ⋯

Each arm i : Context-augmented MDP

▪ Action: 

▪ State: 

▪ Transition (context-dependent):

▪ Reward (context-dependent):

At each time t, observe the states 
𝑠𝑖,𝑡 of all arms and global context 𝑔𝑡, 

selects at most 𝐶𝑔𝑡
 arms

find optimal selection policy
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Solution Algorithm: Dual Decomposition

Relax budget 
constraint

Lagrange multiplier
Dual Decomposition Solution

▪ Gradient descent update of 

▪ Each arm i solves a local problem

Very high-dimension MDP 
expected per-global-context budget constraint
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Challenge



Solution Algorithm: Dual Decomposition

▪ Gradient descent update of 

▪ Each arm i solves a local unconstrained problem

the policy for arm i:  

Interpretation of 𝜆:  global “price” paid to select an arm 

✓ Optimal Q-function:

Solve Bellman 
Optimality Equation

Optimal local policy:
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Index of each arm

Index Policy with Known Models

Solve Relaxed Problem 
to obtain 𝝀∗ via dual 

decomposition

Implement Index Policy
(ensure budget constraint)

Real-time application: 
1. Compute index of 

each arm
2. Rank arms by index 

values
3. Select top 𝐶𝑔𝑡

 arms
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Online Learning with Unknown Models

Solve Relaxed Problem

Implement Index Policy
with 𝝐-exploration

Update estimation of 
transition kernel models 

Better online learning algorithms:
Thompson Sampling, UCB, Q-learning

Function approximation for Scalability
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Theoretical Analysis: Asymptotical Optimality

X. Chen, I. Hou, “Contextual Restless Multi-Armed Bandits with Application to Demand Response Decision-Making“, IEEE CDC, 2024.

Optimal Objective Values:

Relaxed 
problem

Primary problem

Index policy
(feasible but maybe sub-optimal)
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Numerical Simulations

Fig 1. Convergence of Dual Decomposition Alg.

• Discrete global context

• Number of users (arms) 𝑁 = 500 

• Selection budget  C = 100

• State: 

• Reward: 

• Discount factor 
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Residential Demand Response:



Numerical Simulations

Fig 2. Asymptotical optimality of index policy.

Fig 3. Comparison with Restless bandits.
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Key Takeaway

❖The multi-armed bandits (MAB) method is useful for large-scale DR online decision-making. 

❖A novel MAB framework, Contextual Restless Bandits (CRB), models both the dynamic state 
transitions of each arm and the influence of external global environmental context.

❖A scalable index policy algorithm based on dual decomposition is proposed to solve CRB.

❖ Simulation results demonstrate the asymptotic optimality and enhanced modeling capability.
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Online learning for human-in-the-loop DR decision
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